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Many accounts of censorship begin—and end—with anecdotes or short-term studies from a handful of 
vantage points. To enable continuous measurement of network-level censorship on an Internet-wide 
basis, Augur leverages TCP/IP side channels to measure reachability between two Internet locations from 
off-path third-party vantage points.

A necdotes, news reports, and policy briefings col-
lectively suggest that Internet censorship prac-

tices are pervasive.1 Many countries employ a variety of 
techniques to bar their citizenry from accessing a wide 
spectrum of information and services, spanning the 
range from content sensitive for political or religious rea-
sons, to microblogging, gambling, and pornography, to 
the use of censorship circumvention systems themselves.

Unfortunately our understanding of global censor-
ship practices and their longitudinal trends is limited, 
despite censorship impacting literally billions of people. 
These limitations arise because we primarily derive our 
understanding of censorship practices and techniques 
from sparse case studies and accounts, which often 
heavily focus on the state of censorship in a single coun-
try as seen at a single point in time. We lack global views 
that comprehensively span the worldwide Internet, and 
we lack reliable continuous views that flag the onset of 
new censorship and relaxation of existing policies.

Existing approaches to collect continuous global 
censorship measurements include making use of 

network proxies (for instance, ICLab) or in-country 
volunteers running mobile applications (for instance, 
OONI), and opportunistically leveraging user visits to 
instrumented websites.2 These approaches remain dif-
ficult to deploy in practice: for example, some coun-
tries might not have volunteers or globally available 
VPN exits within them, or censors may already block 
the network access required for taking measurements. 
In addition, volunteer-based approaches can poten-
tially implicate users who attempt to access prohibited  
Internet sites.

To address these limitations, we have developed 
Augur,3 a method for robustly inferring TCP/IP net-
work disruptions between Internet endpoints and web 
services around the world from a single independent 
off-path location, using existing network protocol side 
channels. (For a more in depth treatment of our work, 
see “Augur: Internet-Wide Detection of Connectivity 
Disruptions.”3) Augur allows us to continuously gather 
measurements of network-level censorship from loca-
tions across the Internet and around the world without 
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relying on volunteers or network proxies. To avoid 
potentially implicating individuals in such measure-
ments, we also identify a process for finding infrastruc-
ture endpoints that are arguably safe to measure, as 
these systems are not in general linked to users.

We validate and demonstrate the potential of Augur 
through measurements of disruption Internet-wide 
across 179 countries and dependent territories over 
17 days, using sensitive domains compiled by Internet 
censorship experts. We find that our results are consis-
tent with prior smaller-scale or regional studies, as well 
as with expected filtering behavior. We also identify the 
top countries that experience connectivity disruption, 
highlighting many of the world’s most infamous Inter-
net censors.

Inferring Network-Level Censorship
To gain global visibility into censorship behaviors, we 
need a method for gathering network measurements 
continuously from vantages in countries worldwide. 
Unfortunately, relying on network proxies, volunteers, 
or website visitors to collect measurements is neither 
reliable for continuous monitoring nor truly global in 
scale. As an alternative approach, we employed a pre-
viously developed method4 for inferring TCP/IP con-
nectivity between two hosts (such as a router and a 
website’s server) from an independent third vantage 
point. This technique relies on protocol side-channel 
information: externally visible information that is 
dependent on, and hence can reveal, the internal state 
of network communication.

Side channels occur when an action has an unin-
tended effect that manifests to a careful observer. For 
example, say a fast food restaurant decides to assign 
order numbers sequentially. If someone orders from 
the restaurant twice within a day, they can estimate the 
amount of business at the restaurant by comparing their 
two order numbers. Although the order number is for 

uniquely associating a food order with a customer, it 
serves as a side channel by revealing more information 
than intended.

Augur relies on a network side channel in the head-
ers of IP packets, specifically the IP identifier (IP ID) 
field. The IP ID is a 16-bit field intended to aid in the 
reconstruction of fragmented packets. In practice, many 
Internet hosts assign IP ID values using a single global 
counter that increments by 1 with each IP packet sent, 
regardless of whether the packets belong to the same 
flow. The change in such a host’s counter over time 
reflects the number of packets that host has sent, and 
is visible to any party it communicates with. Thus, we 
can use this IP ID side-channel information to infer 
whether a host is generating IP packets.

Figure 1 presents an overview of how we can use IP 
ID side channels to identify several kinds of network 
disruptions. To probe the IP ID value of some host over 
time, a third-party vantage point we call the measure-
ment machine sends specially crafted response packets 
(TCP SYN-ACK) to the host. As the host never sent 
an initial packet, these response packets will cause the 
host to generate error packets (TCP RSTs) in reply. The 
measurement machine monitors these error packets to 
track the evolution of the host’s IP ID global counter. 
We monitor the IP ID values of a host reflector, a term 
denoting that the host reflects RST packets from both 
our measurement machine and (subsequently) from 
an endpoint that a censor may be trying to filter. The 
reflector is a host in a network that may experience 
network-level blocking.

We call the other endpoint of this connection the 
site. The site represents a potential target of censor-
ship, that is, a remote resource or service that a censor 
operating in the reflector’s country may seek to block. 
Here we use webservers operating on port 80 (HTTP) 
as the site, although Augur can measure blocking of any 
TCP-based service.

Figure 1. Overview of the basic method of probing and perturbing the IP ID side channel to identify potential censorship. “Reflectors” are 
Internet systems with a global IP ID counter, providing the side channel necessary for our inference. “Sites” are potentially blocked hosts that 
respond to TCP SYN packets on port 80. (In the right-hand figure, we omit subsequent measuring of the reflector’s IP ID by the measurement 
machine at time t6.) The spoofed SYN packets we transmit have a source field set to the reflector.
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To test for network connectivity, we must induce 
traffic between the reflector and the site. To do so,  
we will need to inject incorrect (“spoofed”) traffic into 
the network. In this process, the measurement machine 
sends a connection request (TCP SYN) packet to  
the site with its IP source address falsely set to that of 
the reflector. Thus, the site believes that the reflector 
wishes to initiate a connection, and responds with a 
SYN-ACK packet. In the event of network censorship, 
several different scenarios may follow:

 ■ No direction blocked. If the site’s response (SYN-ACK) 
reaches the reflector, the reflector emits an error 
(RST) packet, as it did not initiate a connection. This 
results in a single increment of the reflector’s IP ID 
counter between measurements by 1, a change visible 
via our probing. If the RST reaches the site, then the 
site will delete its nascent TCP connection with the 
reflector, and take no further action. This case reflects 
a situation without any censorship, as TCP/IP pack-
ets can be successfully delivered in both directions.

 ■ Inbound blocking. A censor may block the site’s 
SYN-ACK from reaching the reflector. In this case, 
the reflector does not generate any traffic in response, 
and thus its IP ID global counter does not increment 
between our probes.

 ■ Outbound blocking. A censor may allow inbound 
response packets, but block the reflector’s outbound 
RSTs sent to the site. In this case, because the site 
never receives RST, its TCP implementation will 
assume that the earlier SYN-ACK may have been 
dropped while in transit. Most implementations will 
consequently retransmit the SYN-ACK multiple 
times (often at least three times), each of which elicits 
an RST from the reflector, but the RST never makes 
it to the site due to the censor’s blocking. However, 
each of the elicited RSTs will increment the reflec-
tor’s global IP ID counter, resulting in a total increase 
greater than 1 between our probes.

Thus, by tracking the evolution of a reflector’s IP 
ID global counter as we induce traffic between it and a 
site, we can infer censorship activity based on to what 
degree, and when, the IP ID counter changes.

Unfortunately, this side channel is noisy; the previ-
ous example assumes ideal conditions where the reflec-
tor communicates only with the site. However, hosts 
communicate with other machines on the Internet, and 
packets can be lost. These factors make precise infer-
ences of IP ID counters difficult, as counters will change 
independent of our measurements. To address this 
noise, Augur uses repeated measurements and the sta-
tistical technique of sequential hypothesis testing (SHT) 
to probabilistically identify disruption with a specified 

degree of confidence. We describe this method further 
below. In addition, this technique requires that both 
reflectors and sites exhibit specific properties described 
further in “Augur: Internet-Wide Detection of Connec-
tivity Disruptions.”3

Inferring Network-Level Censorship  
in the Presence of Noise
The distillation of our method to detect connectivity 
disruptions involves introducing potential perturba-
tions in an IP ID counter at the reflector, and subse-
quent observing whether this value’s evolution reflects 
the attempted perturbations. Unfortunately, the noise 
associated with both the counter and its measurement 
necessitate finding ways to extract reliable signals.

Approach: Statistical Detection
We periodically measure the natural evolution of a 
reflector’s counter in the absence of perturbation as a 
control that we can compare against the evolution of the 
IP ID under perturbation. We then attempt to perturb 
the IP ID counter by inducing network traffic between 
the reflector and the site, and subsequently measure the 
evolution of this counter. We take care not to involve 
any site or reflector in multiple simultaneous measure-
ments, since doing so could conflate two distinct results.

Ultimately, we are interested in detecting whether 
the IP ID evolution for a reflector changes as a result of 
the perturbations we introduce. We can represent this 
question as a classical problem in statistical detection. 
In designing this detection method, we first must deter-
mine the measure that captures IP ID evolution, and we 
represent its distribution of values with a random vari-
able Y. We also must decide on the specific detection 
approach that allows us to distinguish the distribution 
of values for Y when the event does and does not occur. 
We choose IP ID acceleration (that is, the second deriva-
tive of IP ID between successive measurements) as 
our measure as it ideally has a zero mean, regardless of 
reflector. With a zero mean, the distribution of the ran-
dom variable should be stationary and should be similar 
across reflectors. Conceptually, we can think of reflec-
tors, at arbitrary times, being equally likely to experi-
ence an increase in traffic rate as a decrease.

Detection Framework: Sequential  
Hypothesis Testing
We use sequential hypothesis testing for the detection 
algorithm. SHT is a statistical framework for real-time 
decision making, where the decision concerns which 
of two possible models (that is, underlying situations) 
best explains a sequence of observations. The frame-
work operates in terms of an observable random Ber-
noulli variable for which the two models assign differing 
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probabilities (“priors”) for the true/false outcomes. The 
framework takes the probabilities for each prior along 
with tolerable false positive and negative rates as input, 
and for repeated trials continually updates the prob-
ability of each model explaining the observations. This 
process continues until the observations allow making a 
decision preferring one model over the other prior with 
the specified false positive and negative rates. SHT’s 
ability to perform online detection subject to tunable 
false positive/negative rates, and its tolerance to noise, 
makes it well-suited to our detection task. In addition, 
it is possible to compute an expectation for the number 
of trials required to produce a detection, thus enabling 
efficient measurement.

Figure 2 illustrates the SHT detection algorithm, 
which performs a series of sequential hypothesis tests 
to detect possible inbound blocking. (A similar con-
struction extends this approach to detecting outbound 
blocking.) As we observe each trial, we update the like-
lihood ratio function L(Y) based on the prior proba-
bilities. Once updated, we compare the value of L(Y) 
against the thresholds h0 and h1, bounds derived from 
the prior probabilities. If L(Y) # h0, we accept the evi-
dence as reflecting the presence of inbound blocking.

If L(Y)  h1, we conclude that IP ID acceleration 
occurred as a result of no inbound blocking. This does 
not give us a final result, as we still must decide between 
outbound blocking and no blocking. To make this deci-
sion, we proceed to another SHT phase, which we omit 
here for brevity.

A third possible output of the algorithm is that L(Y) 
did not meet either threshold. If we can conduct more 
trials, we restart the algorithm. If not, we output that 
blockage is unknown.

Expected Number of Trials
The SHT framework also calculates the expected num-
ber of trials needed to arrive at a decision for inbound 
and outbound blocking, as a function of the prior prob-
abilities and acceptable false positive and negative rates. 
A majority of reflectors require fewer than 10 trials to 
identify inbound blocking, and fewer than 20 trials to 
identify outbound blocking.

False Positives and Negatives
PF is defined as the false positive probability, and PD 
as the detection probability. The complement of the 
detection probability, 1 – PD, is the probability of false 
negatives. These values express the probability of a 
false result for a single SHT experiment (set of trials). 
However, for our method, we perform numerous SHT 
experiments across sites and reflectors. To account for 
these repeated trials, we set both PF and 1 – PD 5 1025. 
This value results in the expectation of less than one 

incorrectly classified site per reflector. Given that as PF 
and 1 – PD decrease, the expected number of trials to 
reach a decision increases, and our selection of a small 
value negatively affects our ability to make decisions. 
This effect is somewhat mitigated by the distance we 
find in practice between empirically derived priors.

Ethics
The side-channel measurement method we develop 
induces traffic between the reflector and the site, a 
potentially censored destination. An inexperienced or 
imprecise observer of these network measurements 
may (wrongly) conclude that the person who operates 
or owns the reflector was willfully accessing the site. 
However, they can properly distinguish Augur’s activi-
ties by observing that no TCP connection is actually 
established (the TCP three-way handshake is not com-
pleted). Fundamentally, Augur increases the risk that 
someone residing in a censored region will be blamed 
for contacting a disallowed site. The additional risks 
introduced by such measurements are not fully known, 
and they vary by country; the risks are also continually 
evolving, which further complicates risk assessment.

We guide our design decisions according to the ethi-
cal reasoning framework of the Menlo5 and Belmont 
Reports,6 which outline several principles:

 ■ respect for humans (limiting the potential harm to 
humans),

Figure 2. Flow chart of our algorithm to identify inbound blocking using a series 
of sequential hypothesis tests. We use a similar construction to test for possible 
outbound blocking. SHT provides the means to compute h0 and h1 from priors 
associated with the different potential outcomes.
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 ■ beneficence (weighing the benefits against the risks of 
the experiment),

 ■ justice (considering whether those bearing the risks 
of the experiment are also those who may benefit in 
some way), and

 ■ respect for law and public interest.

Ethicists have explored these considerations, as well 
as ethical approaches one can take to minimize additional 
risk when obtaining informed consent is not feasible or 
practical (as in our case). Importantly, these principles 
may in general sometimes be in conflict, so they should be 
viewed more as a reasoning framework than as a checklist.

We design our measurement methods to minimize 
the potential harm and additional risk to humans by 
selecting each reflector in a way that minimizes the 
likelihood that the resulting measurement traffic could 
be associated with a human. To do so, we select reflec-
tors that very likely correspond to Internet infrastruc-
ture (for example, internal routers and middleboxes), as 
opposed to hosts that belong to individual citizens (for 
example, laptops, desktops, and home routers).

To identify suitable Internet infrastructure, we use 
the CAIDA Ark dataset. ARK contains network path 
(traceroute) measurements to one randomly selected 
IP address in every possible /24 IPv4 prefix (most sig-
nificant 24 bits). We include a reflector in our experi-
ments only if it appears in an Ark traceroute at least two 
hops away from the traceroute endpoint, as this likely is 
out of the end user’s local network.

Although this approach increases the likelihood that 
the reflector IP addresses are routers or middleboxes, the 
method is not foolproof. Devices that are attributable to 
individuals might still be two hops from the network 
edge, or a network operator might be held accountable 
for the perceived actions performed by their machines. 
Our techniques do not eliminate the increase in risk. 
Rather, they reduce it to the point where the benefits of 
collecting these measurements arguably outweigh the 
additional risks of collecting them.

Our measurements send packets to various hosts 
(“scanning”). We follow the guidelines for ethical scan-
ning behavior outlined by Durumeric and colleagues,7 
which also abide by the principle of respect for law and 
public interest. We limit our scanning rate to reduce 
undue traffic load to Internet-connected devices, and 
we couple our measurements with visible indicators 
that clearly tag our measurements as being related to 
research purposes. We also respect any requests to opt 
out of our scanning.

Deploying Augur
To understand the potential for our approach to contin-
uously identify Internet censorship, we deployed Augur 

and conducted an Internet-wide measurement study. In 
this section, we discuss the details of our deployment as 
well as how we validated our results.

Reflector Selection
The first step in finding reflectors requires us to find 
hosts on the Internet that generate RSTs in response to 
unsolicited SYN-ACKs. To find these hosts, we devel-
oped a new probe module for ZMap,7 an Internet-scale 
network scanner capable of efficiently scanning the 
entire IPv4 address space. Our probe module first sends 
SYN-ACK packets to port 80 (HTTP) to hosts across 
the Internet and looks for well-formed RST responses. 
For candidate reflectors that do generate valid RSTs, 
we then must determine if they also have a global IP 
ID counter. To check this property, we perform sev-
eral rounds of further probing to monitor the IP ID in 
each RST. The set of experimentally viable reflectors are 
then limited to those that represent Internet infrastruc-
ture using Ark data, due to ethical considerations. For 
our study, we randomly sampled a subset of reflectors 
within each country, geolocating each reflector’s coun-
try using the MaxMind geolocation service.

Site Selection
We investigated websites historically observed as cen-
sored, as well as popular websites. For sensitive censored 
sites, we used CLBL, a list of 1,210 websites curated by 
the civil society group Citizen Lab.8 For popular sites, 
we randomly sampled 1,000 domains from the Alexa top 
10,000 sites. Due to some overlap between the popular 
and frequently censored websites, in total we selected 
2,134 websites. For each site, we resolved its domain 
name to identify the corresponding IP addresses.

Measurement Dataset
Table 1 summarizes our dataset and its Internet-wide 
geographic diversity. Across the entire Internet, we 
identified 23M viable reflectors in 234 countries and 
dependent territories. Applying our ethical framing and 
limiting hosts to Internet infrastructure reduced the 
set of viable reflectors to 53K across 179 countries and 
dependent territories. We then selected a random sub-
set of reflectors per country, yielding a final experiment 
set of 2,050 across 179 countries. Using these 2,134 
sites and 2,050 reflectors, we conducted 182M connec-
tivity disruption network trials over 17 days, using the 
experiment we describe next. Our symposium paper 
discusses further details, such as how we filter out prob-
lematic sites and reflectors.3

Experiment Setup
Each SHT trial was composed of a collection of 
one-second time interval measurements of the network 
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connectivity between an individual site and reflector. 
For each time interval, we measured the IP ID state 
of the reflector independent of all other tasks. At the 
start of each trial, we performed a number of calibra-
tion steps that ensured the site was up and functioning 
normally. We then waited four seconds before injecting 
spoofed SYNs toward the site, as shown in Figure 1. We 
used the reflector measurements before and after injec-
tion to compute the respective control and injection 
prior probabilities in our SHT formulation for inbound 
blocking detection. (We used a similar construction 
for identifying outbound blocking.) At the end of each 
trial, we performed a number of correctness and safety 
checks to ensure that both the site and reflector were 
online and operating correctly.

Validation
The utility of our method ultimately rests on its ability 
to accurately assess potential connectivity disruptions 
using a large number of measurement vantage points. 
Validating its findings presents significant challenges, as 
we lack comprehensive ground truth. In these circum-
stances, the best we can do is to analyze the aggregate 
results produced and confirm that they correspond to 
reasonable expectations about the employment of con-
nectivity disruption.

More concretely, one would expect the set of sites 
disrupted by a network censor to be biased toward sites 
that are known to be sensitive and experience censor-
ship. From this notion, we can examine the set of sites 
blocked by each reflector and ask how that population 
compares to the measurement population. This mea-
sure does not guarantee correctness, but it increases 
confidence in the observations given the inability to 
obtain ground truth.

Figure 3 shows, in aggregate, the bias of connectivity 
disruption toward commonly censored websites. About 
57 percent of websites in the input site dataset came 
from the CLBL, demarcated in the plot with a vertical 
dotted line (the “CLBL bias line”).

If a blockage we observed reflects phenomena 
independent of censorship, we would expect to find 
that roughly 57 percent of sites blocked by reflectors 
to come from the CLBL. The results, however, show a 
considerable skew toward CLBL sites for both inbound 
and outbound blocking. We see this with the bulk of 
histogram volume lying to the right of the vertical dot-
ted CLBL bias line. Excluding reflectors with fewer 
than five blocked sites to avoid small number effects, we 
observe that for 99 percent of reflectors, more than 57 
percent of inbound filtering involves CLBL sites. Simi-
larly, we find 95 percent of outbound filtering biased 
toward the CLBL. These observed biases agree with our 
prior expectations that we should find CLBL sites more 
widely censored.

Country-Level Network Censorship
The accordance of our results with prior small-scale case 
studies on censorship in particular countries provides 
further confidence in Augur’s accuracy, and demon-
strates the potential of such side-channel methods.

To examine blocking by country, we use MaxMind’s 
geolocation services to identify each reflector’s coun-
try, then aggregate all reflectors within each country 
to compute the mean percentage of site blocking. This 
approach ultimately has two fundamental limitations. 
First, errors in MaxMind’s reflector geolocation may 
place a reflector in the wrong country, influencing and 
possibly biasing our results. Second, comparative results 
depend on which domains are measured. If our dataset 
of sensitive sites is biased toward certain countries (that 
is, has more content from those countries), those coun-
tries may appear more censored. Performing compara-
tive censorship studies resistant to geolocation errors 
and biased domain datasets remains an open research 
problem in need of future investigation.

Table 2 lists the 10 countries with the largest per-
centages of blocked sites as seen by at least one reflector 
in a given country, along with the country’s bias toward 
content on the CLBL. Figure 4 portrays this at a global 

Table 1. Summary of our reflector datasets, including the geographic diversity by the number of 
countries/dependent territories. All viable reflectors came from the IPv4 address space; ethically 
usable ones came in addition from a random subset of routers at least two hops away from 
traceroute endpoints in the Ark data.

Reflector datasets Total reflectors Number of countries

All viable 22,680,577 234

Ethically usable 53,130 179

Experiment sample 2,050 179
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scale, illustrating that some degree of connectivity dis-
ruption is experienced by hosts geolocated in countries 
around the world.

We see that many of the countries manifesting the 
most disruption correspond closely with countries 

known to heavily censor, such as China, Iran, Sudan, 
Russia, and Turkey.9 (We list Hong Kong separately from 
China, although traffic from Hong Kong may traverse 
Chinese networks and experience disruption.) Of the 10 
countries with the highest average blocking, the Open-
Net Initiative9 has reported Internet censorship of politi-
cal or social material in every country except Latvia and 
the United Kingdom. More recently, reports have docu-
mented Latvia as heavily censoring gambling websites 
and political content.10 Our results appear plausible for 
the United Kingdom as well, which has a history of filter-
ing streaming and torrent sites11 and adult content.12

These disruptions may actually be implemented in 
different ways within a single country. If so, the differ-
ences result in non-uniform filtering policies, as has 
been observed with the Great Firewall of China13 and 
UK adult content filtering.12 We observe that for most 
countries, there exists some variation in the disruption 
experienced by reflectors within a country, suggesting 
that interference indeed often differs across networks 
even within a country. We find this behavior extends 
widely, highlighting the importance of connectivity 
measurements from numerous vantage points within 
a country, since findings may differ across nearby net-
works and locations.

Discussion
Here we discuss some of the limitations of our current 
measurement approach, and the types of questions 

Figure 3. Histogram of bias of blocked sites toward CLBL sites. CLBL sites consist of 56.7 percent of our sites, demarcated at 
the dotted vertical line. Reflectors to the right of the demarcation line have a blocking bias toward known sensitive sites.
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Table 2. Summary of the 10 countries with the highest 
percentage of blocked sites in our dataset.

Country Block (%) CLBL (%) Number

China 5.0 70.9 36

Iran 3.4 55.7 14

Sudan 2.2 54.3 12

Russia 1.8 78.9 17

Latvia 1.8 81.6 14

Turkey 1.8 83.8 15

Hong Kong 1.7 88.9 16

Colombia 1.7 85.7 16

Libya 1.5 77.4 10

United 
Kingdom

1.4 90.0 16
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that a longitudinal system might help us answer going 
forward.

Limitations
Our current measurement methods have limitations 
concerning coverage, granularity, and location accuracy. 
First, our restriction on the reflectors we use for ethi-
cal purposes impacts our coverage, and more exhaus-
tive techniques would increase the number of hosts 
we could measure with. Second, our measurements do 
not reveal where along an end-to-end path censorship 
might be occurring, preventing us from better under-
standing the expanse of filtering across hosts in an entire 
region. Third, existing IP geolocation tools have known 
inaccuracies,14 particularly for Internet infrastructure. 
Further work is necessary to understand the biases and 
limitations imposed by geolocation errors in compara-
tive studies. As geolocation techniques improve, par-
ticularly for IP addresses that correspond to Internet 
infrastructure, we can develop more confidence in our 
country-level characterizations. Finally, network phe-
nomena such as rerouting, traffic shaping, and transient 
network failures can make it difficult to disambigu-
ate overt filtering actions from more benign network 
management practices. Future work should explore the 
effects of these phenomena on Augur’s measurement 
accuracy, as well as mitigations.

What Questions Can We Answer?
With a longitudinal, continuous view of Internet cen-
sorship using multiple techniques, we can begin to 
answer numerous questions previously difficult to 
address. These include:

 ■ How do Internet censorship trends vary over time? 
Understanding how blocking changes over time 
allows us to identify events and actions that influence 
a censor’s behavior. These trends are critical, both 
qualitatively and quantitatively, for a range of social 
science research aimed at understanding and address-
ing censorship.

 ■ How do Internet censors respond to circumvention, and 
on what time scale? Related to censorship trends is 
how censors respond to active circumvention of their 
efforts. Understanding how censors engage and on 
what time scales provides empirical grounding for 
evaluating various defenses and enables constructing 
more effective circumventions.

 ■ Does censorship vary between regions within countries? 
Examining how censorship varies between regions 
provides insights into how censorship systems are 
deployed, both technically and organizationally. 
These insights can better inform circumvention and 
policy interventions. Augur’s use of multiple vantage 
points across a range of networks within a country 

Figure 4. Global heat map showing the percentage of measured sites filtered for any reflector in countries around the world. Relative filtering 
amounts are influenced by the composition of sites measured. China experiences the highest average amount of our dataset filtered, at 5 
percent of sites filtered by resolvers within the country. In countries such as the United States, this filtering can be a product of voluntary 
censorship, such as the deployment of corporate filtering software. These phenomena require further study.
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allows us to actively explore and understand these 
deployments.

The ability to provide comprehensive empirical 
footing for these questions can enable new lines of 
research as well as serve as an invaluable resource for 
social scientists.

T he continuous, widespread measurements that 
we can collect with these techniques can com-

plement anecdotes, news reports, and policy briefings 
to ensure that we can support future assessments of 
Internet filtering with sound, comprehensive data. 
Part of this transition to practice involves further 
developing the system that we have designed to facili-
tate ongoing operation, including automating the val-
idation of the measurements that we collect and the 
correlation with other datasets and tools. Although 
the data that we collect reflects only TCP/IP-based 
filtering, Augur complements other methods we 
have developed to facilitate other types of censorship 
measurement, such as DNS manipulation.15 We aim 
to ultimately compare results produced by multiple 
methods, including datasets from volunteer-based 
measurement platforms. 
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